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(57) ABSTRACT

Systems and methods for use in communication between a
clientand a server, via a networking device, are provided. The
method may include sending a request to establish a data
connection from the client to the server via the networking
device, setting a data connection keep-alive interval for the
data connection to a predetermined safe value, and sending a
request to establish a test connection between the client and
the server. The method may further include determining an
efficient keep-alive interval for communication between the
client and server via the networking device, using the test
connection, setting the data connection keep-alive interval to
the efficient keep-alive interval determined using the test
connection, and uploading the efficient keep-alive interval
from the client to the server in an efficient keep-alive interval
notification message, for communication to other clients con-
nected to the server.
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1
DETERMINING AN EFFICIENT KEEP-ALIVE
INTERVAL FOR A NETWORK CONNECTION

CROSS REFERENCE TO RELATED
APPLICATIONS

This application is a continuation of U.S. patent applica-
tion Ser. No. 12/480,560, filed Jun. 8, 2009, entitled DETER-
MINING AN EFFICIENT KEEP-ALIVE INTERVAL FOR
ANETWORK CONNECTION, the entire contents of which
are herein incorporated by reference for all purposes.

BACKGROUND

Networking devices, such as network address translation
(NAT) devices, firewall devices, etc., maintain state for each
connection they serve. As a mechanism to cleanup connection
state, the networking devices may time-out when a connec-
tion between a client and a server remains inactive for a
predetermined period of time, causing the device to terminate
service for this connection. To prevent the networking devices
from timing out due to inactivity, a fixed keep-alive interval
may be used. The fixed keep-alive interval may be shorter
than most or all of the known time-out values corresponding
to networking devices on the market. However, the variation
in the time-out values of different types or differently config-
ured networking devices may be substantial. Thus, when
certain networking devices are utilized, there may be a large
discrepancy between their individual time-out value and the
lowest common denominator fixed keep-alive interval. This
discrepancy may significantly impact the battery life of the
client, due to the frequent and superfluous packets sent to and
from the networking device. A significant amount of network
traffic may also be generated when a fixed keep-alive interval
is applied to a large number of clients, increasing network
operating costs. Thus, a fixed keep-alive interval may have a
negative impact on the computing system as a whole.

To decrease power consumption and increase networking
efficiency within such a system the keep-alive interval may be
increased to fit with individual time-out characteristics of
different devices. One technique which may be used to
increase the keep-alive interval involves establishing a con-
nection between a client and a server via a networking device
such as a NAT device, firewall, load balancer etc., and incre-
mentally increasing the keep-alive interval until the network-
ing device times out and drops the connection. Subsequent to
the time-out, a preceding keep-alive interval which has not
failed is used by the client, in an attempt to maintain a per-
sistent connection and over time the process repeats itself
with new attempts to increase the keep-alive interval.

However, using the longest keep-alive interval that has not
failed in a test may result in inefficiencies and poor user
experience since routine network failure may be incorrectly
attributed to time-outs, and repeating the test periodically
means a periodic break in the connection would be noticeable
to the user. This may lead to periods of unneeded network
traffic between the client and server, resulting in a poor user
experience, poor battery performance, etc. These problems
may be multiplied across thousands of users in the user base
for a service provider to mobile clients.

SUMMARY

Systems and methods for use in communication between a
clientand a server, via a networking device, are provided. The
method may include sending a request to establish a data
connection from the client to the server via the networking
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2

device, setting a data connection keep-alive interval for the
data connection to a predetermined safe value, and sending a
request to establish a test connection between the client and
the server. The method may further include determining an
efficient keep-alive interval for communication between the
client and server via the networking device, using the test
connection, setting the data connection keep-alive interval to
the efficient keep-alive interval determined using the test
connection, and uploading the efficient keep-alive interval
from the client to the server in an efficient keep-alive interval
notification message, for communication to other clients con-
nected to the server.

This Summary is provided to introduce a selection of con-
cepts in a simplified form that are further described below in
the Detailed Description. This Summary is not intended to
identify key features or essential features of the claimed sub-
ject matter, nor is it intended to be used to limit the scope of
the claimed subject matter. Furthermore, the claimed subject
matter is not limited to implementations that solve any or all
disadvantages noted in any part of this disclosure.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 is a schematic view of one embodiment of a com-
puting system for managing communications between a cli-
ent and a server, via a networking device.

FIG. 2 is a flowchart of one embodiment of a method for
managing communications between a client and a server, via
a networking device.

FIG. 3 illustrates a flowchart of one example method of
implementing a step of determining an efficient keep-alive
interval of the method of FIG. 2.

FIG. 4 illustrates a graph of example keep-alive intervals
for a data connection and a test connection, which have been
determined according to the methods of FIGS. 2-3.

DETAILED DESCRIPTION

FIG. 1 illustrates a schematic depiction of a computing
system 10. The computing system 10 may include a client 12
and a server 14, which are configured to communicate over a
network 17 via a networking device 16. The client 12 and
server 14 may be configured to establish a test connection 48
and a data connection 50 using suitable communications pro-
tocols, such as transmission control protocol (TCP), persis-
tent Hypertext Transfer Protocol (HTTP), etc. The test con-
nection is used to programmatically test network device time-
out and the data connection is used to exchange data between
the client and server and to allow the client to distinguish
between network time-out failure and other unrelated net-
working issues.

By programmatically testing the test connection 48 in the
manner discussed herein, the client 12 may be configured to
determine an efficient keep-alive interval that does not exceed
a connection time out value of the networking device 16,
without interrupting data transmission over the data connec-
tion 50. The client 12 may communicate via server 14 the
efficient keep-alive interval to additional clients connected to
networking devices 16 or related networking devices, so that
those clients avoid redundant calculation of an efficient keep-
alive interval on their own. Exemplary methods utilized to
determine the efficient keep-alive interval, as well as the way
in which the keep-alive interval is propagated throughout the
network to other devices connected to the networking device
16, are discussed with more detail herein with regard to FIGS.
2-3.
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It will be appreciated that client 12 may be a computing
device such as a mobile phone, portable data assistant, laptop
computer, personal media player, desktop computer, etc. As
one example, the client 12 may be included in a private
network having a plurality of additional clients, each of which
connects to a public network via an access point including the
networking device 16. In other embodiments, the client may
be included in a public network.

The client 12 may include a keep-alive application pro-
gram 18 stored on client-side mass storage 19 (e.g., hard
drive, solid state memory, etc.) executable via a client-side
processor 20 using portions of client-side memory 22. The
keep-alive application program is configured to adjust the
keep-alive interval for connections of the client, as described
below. The keep-alive application program 18 may include a
client-side communication module 23 configured to facilitate
communication between the client 12 and the server 14 via
the networking device 16. Additionally, the keep-alive appli-
cation program 18 may include an adjustment module 24 that
is configured to adjust a keep-alive interval on each connec-
tion of the client, and a determination module 25 that is
configured to determine an efficient keep-alive interval based
on the convergence of a test keep-alive interval and a data
keep-alive interval. The detailed functions of the client-side
communication module 23, the adjustment module 24, and
the determination module 25 are discussed in more detail
herein with regard to FIGS. 2-3. It will be appreciated that the
client 12 may include additional application programs which
may be executed via the client-side processor 20. For
example, a browser application program, email application
program, etc., may be executed on the client 12, and may
communicate with server 14 using the data connection 50.

Turning now to the server 14, the server 14 may be a server
oraserver cluster, and may include a connection management
program 26 stored on server-side mass storage 28 and execut-
able via a server-side processor 30 using portions of server-
side memory 32. The connection management program 26
may include a server-side communication module 34 config-
ured to open and manage connections between the client and
server via the network 17, and a distribution module 35 con-
figured to distribute an efficient keep-alive interval deter-
mined from interactions with client 12 to other additional
clients 54 connected to the same networking device 16, or
another related networking device in the same cluster. The
operations of the server-side communications module 34 and
the distribution module 35 are discussed in more detail herein
with regard to FIGS. 2-3.

Now turning to the networking device 16, the networking
device may be configured to facilitate communication
between the client 12 and the server 14. Exemplary network-
ing devices 16 may include one or more of a network address
translation (NAT) device, a firewall device, a load balancer,
and a Gateway GPRS Support Node (GGSN) device, or other
networking device. The networking device 16 may be con-
figured to manage connections between the client and the
server by allowing and disallowing connections, routing data
packets along the connections, etc. Further, the networking
device 16 may be configured to terminate a connection estab-
lished between the client 12 and the server 14 via a time-out
module 39, when the connection remains inactive for a pre-
determined period of time, referred to as a connection time-
out value. The time-out module 39 may be included in a
networking application program 40 stored on mass storage 42
executable via a processor 44 using portions of memory 46 of
the networking device 16. It will be appreciated that, although
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4

a single networking device is depicted a plurality of network-
ing devices (e.g. a cluster of related networking devices) may
be utilized.

As discussed above, a test connection 48 and/or a data
connection 50 may be established between the client 12 and
the server 14 via the networking device 16. Typically, the test
connection 48 and the data connection 50 are persistent TCP
connections, which the client 12 is programmed to initiate
with the server 14. Each persistent TCP connection is config-
ured to carry data packets 38 from the client to the server and
vice-versa, and has an associated keep-alive interval which
represents the maximum quiet period on the connection
before the client needs to generate a keep-alive packet (to
maintain the data channel or test the test connection). It will
be appreciated that in an alternative embodiment, the test and
data connections may be set up according to another protocol,
such as persistent HTTP.

The data connection 50 is typically used to carry data back
and forth between the client 12 and server 14, and communi-
cate control information. The test connection 48 is dedicated
to testing network device time-outs and does not generally
carry data. For example, data packets from a browser appli-
cation program or email application program may be sent
over the data connection to the server from the client, but not
over the test connection.

Using the methods described below, the test connection 48
and data connection 50 may be used to determine an efficient
keep-alive interval for the test connection 48 and data con-
nection 50 with the client 12, which in turn may be applied to
additional client connections 52 between server 14 and addi-
tional clients 54.

FIG. 2 illustrates an embodiment of a method 200 for use in
communication between a client and a server, via a network-
ing device. It will be appreciated that method 200 may be
implemented using the hardware and software components of
system 10 described above, or by other suitable hardware
components. At 201, in a preprocessing phase, the method
may include, atthe server, providing a data store configured to
store efficient keep-alive intervals received from the plurality
of clients via respective networking devices. It will be appre-
ciated that step 201 may be performed by implementing the
connection management program 26, illustrated in FIG. 1.

At 202, the method may include sending a request to estab-
lish a data connection from the client to the server via the
networking device. The request may include classification
information such as APN, DNS suffix and subnet of the
requesting client, for use as discussed below. Step 204 may be
performed by implementing the client-side communication
module 23, illustrated in FIG. 1.

At 204, the method may include, at the server, receiving the
request for a data connection from the requesting client, and
querying the data store to determine if a matching cached
efficient keep-alive interval is present in the data store, which
has been received from another client connected to the same
or a related networking device. After receiving the request,
the method may further include, at the server, identifying
from the request at least one of an APN, DNS suffix and
subnet of the requesting client. Thus, querying the data store
may include determining if an efficient keep-alive interval has
been stored for the at least one of the APN, DNS suffix and
subnet of the requesting client. If the cached efficient keep-
alive interval is present, the method may include sending the
cached efficient keep-alive interval from the server to the
requesting client for application to the data connection. If no
cached efficient keep-alive interval is present, the server will
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communicate this fact to the client. Step 204 may be per-
formed by implementing the server-side communication
module 34, illustrated FIG. 1.

At 206, the method may include determining whether a
cached efficient keep-alive interval is received from the
server. If the cached efficient keep-alive interval is received at
the client from the server, then the method may include set-
ting a data connection keep-alive interval for the data connec-
tion to the cached efficient keep-alive interval, and skipping
the remaining steps below, apart from possible application of
error detection and updating steps at 228-232.

Otherwise, if is determined at 206 that a cached efficient
keep-alive interval is not received from the server, then the
method may include setting a data connection keep-alive
interval for the data connection to a predetermined safe value.
As one example, the safe keep-alive interval may be set to a
default value stored at the server and sent from the server to
the client, for example, during establishment of the data con-
nection. As another example, the safe value may be a prede-
termined value stored on the client. It will be appreciated that
step 206 may be performed by implementing the client-side
communication module 23, illustrated in FIG. 1.

At 208, the method may include sending a request to estab-
lish a test connection between the client and the server. Typi-
cally, the request is made if it is determined that the cached
keep-alive interval is not in the data store. Step 208 may also
be performed by implementing the client-side communica-
tion module 23 of FIG. 1.

At 210, the method may include determining an efficient
keep-alive interval for communication between the client and
server via the networking device, using the test connection. It
will be appreciated that step 210 may be performed by imple-
menting various modules included in the keep-alive program
18, illustrated in FIG. 1 and discussed in greater detail herein
with regard to FIG. 3.

At214, the method may include setting the data connection
keep-alive interval to the efficient keep-alive interval deter-
mined using the test connection. It will be appreciated that
step 214 may be performed by implementing the adjustment
module 24, illustrate in FIG. 1.

At 216, the method may include uploading the efficient
keep-alive interval from the client to the server in an efficient
keep-alive interval notification message. In one example, the
efficient keep-alive interval notification message includes
network device identifying data including one or more of
APN and DNS suffix, as well as the determined efficient
keep-alive interval. Step 216 may be performed by imple-
menting the client-side communication module 23 of FIG. 1.
At 218, the method may include, at the server, receiving an
efficient keep-alive interval from the requesting client, and
caching the efficient keep-alive interval in the data store for
availability to other requesting clients. Step 218 may be per-
formed by implementing the server-side communication
module 34, illustrated in FIG. 1.

It will be appreciated that, as described above, client 12
may be one of a plurality of clients connected to the server 14
via the networking device 16, and the method may further
include, as illustrated at 220, applying the efficient keep-alive
interval to connections between additional clients included in
the plurality of clients and the server via the networking
device. Applying the efficient keep-alive interval may
include, as shown at 222, from each of the additional clients,
sending a request to initiate a respective data connection with
the server, and an associated networking device notification
message to identify to the server the networking device via
which the additional client is connected to the server. At 224,
the server may make a determination that the efficient keep-
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alive interval for the connections to the additional clients via
the networking device has been uploaded and is stored at the
server in the data store. In some examples, step 222 may be
performed by implementing the client-side communication
module 23 and step 224 may be performed by implementing
the server-side communication module 34 and the distribu-
tion module 35 illustrated in FIG. 1. It will be appreciated that
the networking device notification message includes APN
and DNS suffix, and the server determination is based on the
APN and DNS suffix and on a client subnet detectable from
the data connection between the client and server. At 226, the
method may include, in response to the server determination
at 224, downloading the efficient keep-alive interval to each
of the additional clients. It will be appreciated that step 226
may be performed by implementing the server-side commu-
nication module 34, illustrated in FIG. 1.

From time to time, a client may detect an error (connection
drops) in a data connection established using an efficient
keep-alive interval received from the server. In response, the
client may open a new data connection to the server, and send
a test message, to determine whether an acknowledgment is
received. If no acknowledgment is received on the new data
connection, the cause of the detected error may be attributed
to network conditions, and the client may close the new
connection and later attempt to establish the data connection
using the same efficient keep-alive-interval. However, if an
acknowledgment is received on the new connection, then the
client may attribute the cause of the detected error to an
erroneous efficient keep-alive interval, which exceeded the
time-out of the networking device. At 228, the method may
include sending an error message from at least one of the
additional clients to the server, indicating that the efficient
keep-alive interval downloaded from the server is resulting in
a connection time-out on a data connection between the cor-
responding client and the server, which may be due to the
networking device connection time-out interval being shorter
than the efficient keep-alive interval currently being applied.

Upon confirming the detected error is not due to network-
ing problems, the client may attempt to request an updated
keep-alive interval from the server. Thus, at 230, the method
may include, after sending the error message from the corre-
sponding client, sending a request for an updated efficient
keep-alive interval to the server from the corresponding cli-
ent. And, at 232, the method may include receiving an
updated efficient keep-alive interval at the corresponding cli-
ent, which has been calculated at the server in response to the
error message from the corresponding client. The client may
check the updated keep-alive interval to determine whether it
is less than the current keep-alive interval on the data connec-
tion on which errors were detected, and if so, the client may
reestablish the data connection with the updated keep-alive
interval. However, if the client determines that the server has
sent an updated keep-alive interval that is equal to or greater
than the current keep-alive interval on the data connection
that has failed, then the client will determine a new keep-alive
value using a test connection, as described at step 210 above.
In some examples, steps 228-232 may be performed by
implementing a communication module included in the cor-
responding client. The communication module may be simi-
lar to the client-side communication module 23, illustrated in
FIG. 1. If no updated efficient keep-alive interval is received
from the server, or if the server otherwise instructs the client
to re-determine the interval, then the client may be configured
to establish (or reestablish) a test connection with the server
and re-determine the efficient keep-alive interval using the
test connection, upon detecting a failure in the data connec-
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tion at the efficient keep-alive interval, in the manner
described herein with relation to step 210.

FIG. 3 illustrates example details regarding how the step of
determining an efficient keep-alive interval at 210 may be
accomplished. As shown at 302, determining may include
setting a test connection keep-alive interval to the predeter-
mined safe value. As shown at 304, the method may include
setting a data connection keep-alive interval to a current value
of'the test connection keep-alive interval. At 306, the method
may include incrementing the test connection keep-alive
interval by a predetermined increment value.

At 308, the method may further include sending a keep-
alive message from the client to the server, at the incremented
test connection keep-alive interval, over the test connection.
As illustrated at 310, the method may include determining
whether an acknowledgment to the keep-alive message sent
at 308 is received from the server via the test connection. If
YES at 310, then the current test keep-alive interval is deemed
to be safe, and the method loops back to 304, to set the data
connection keep-alive interval to the current test connection
keep-alive interval value, increment the test connection keep-
alive value, and send another keep-alive message on the test
connection at 304-308.

The method loops in this manner on one or more passes
through the control loop illustrated at steps 304-310 until at
310 it is determined that no acknowledgement is received on
the test connection in response to a keep-alive message sent at
308. If no acknowledgement is received at 310, the method
proceeds to 312, where the method includes checking the
status of the data connection. At 314, to check the status of the
data connection, the method includes determining whether an
acknowledgement has been received on the data connection,
for example, during a concurrent time interval.

At 316, if it is determined that no acknowledgment was
received on the data connection, then the method may include
returning or outputting a message indicating that no efficient
keep-alive value was computed due to a network failure.

On the other hand, at 318, if it is determined that an
acknowledgement from the server was received on the data
connection, for example, during a concurrent time interval,
then the method includes decrementing the test connection
keep-alive interval by a decrement value. The decrement
value may be, for example, a mid-point between a current test
connection keep-alive interval and the data connection keep-
alive interval, which it will be appreciated is a previous value
of the test connection keep-alive interval on a most recent
pass through the decrementing step at 318.

At 320, the method may include determining if the test
connection keep-alive interval is less than or equal to the data
connection keep-alive interval. If it is determined that the test
connection keep-alive interval is not less than or equal to the
data connection keep-alive interval, then the method loops
back to step 308, where another keep-alive message is sent on
the test connection, for evaluation as to whether an acknowl-
edgement is received from the server, and subsequent decre-
menting (or incrementing) of the test connection keep-alive
interval.

Ifit is determined at 320 that the test connection keep-alive
interval is less than or equal to the data connection keep-alive
interval, then the method proceeds to 322, and includes
returning or outputting an output value indicating the current
value of the data connection keep-alive value as the efficient
keep-alive value computed by step 210 in FIG. 2. It will be
appreciated that although the data connection keep-alive
value is indicated at 214 in FIG. 2 as being set to the efficient
keep-alive interval following the determining step at 210, in
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the illustrated embodiment of FIG. 3 the step of 214 of FIG.
2 occurs during the final pass through step 304 of FIG. 3.

Inone example implementation of the method illustrated in
FIG. 3, it will be appreciated that steps 302-306 and 318 may
be implemented by the adjustment module 24, steps 308, 316
and 322 may be implemented by the communication module
23, and steps 310-314 and 320 may be implemented by the
determination module 25.

By incrementing and decrementing the keep-alive value on
successive passes through the control loop just described, it
will be appreciated that the keep-alive interval applied to the
data connection will approach the networking device time-
out value without exceeding it, thereby achieving an a stable
and efficient operation of the data connection that minimizes
contacts between the client and server, and conserves com-
munication bandwidth and power, while at the same time
avoiding a forced connection time-out by the networking
device. This process is further illustrated in FIG. 5, discussed
below.

It will be appreciated that in some embodiments of the
method described above, the networking device may be one
or more of a network address translation device, firewall, load
balancer, or other suitable networking device, and the client
may be one or more of a mobile computing device, portable
data assistant, desktop computing device, laptop computing
device, medial player device, mobile telephone, or other suit-
able computing device. In one specific embodiment, the client
is a mobile telephone and the networking device is a network
address translation device that functions as an access point in
a mobile telephone network.

In some embodiments, it will be appreciated that the server
may be configured to use a test group of clients to determine
a keep-alive interval, in order to minimize the risk that con-
nection particularities of one client would unduly affect the
keep-alive intervals communicated by the server to other
clients. Thus, the method may further include at the server,
selecting a test group from among the plurality of clients, and
receiving an efficient keep-alive interval from each client in
the test group. If a statistical variance between the efficient
keep-alive intervals determined for the clients in the test
group is below a threshold value, then the method may
include computing an aggregate efficient keep-alive interval
based on the test group, and storing the aggregate efficient
keep-alive interval at the server for use with other client
devices connected to the server via the networking device. If
the variance is not below a threshold value, outlying keep-
alive values may be thrown out, or a new test group selected,
until a variance below the threshold value is found.

By implementation of the method described above, a reli-
able and efficient keep-alive interval may be determined on a
client and subsequently distributed to a plurality of clients
connected to the same or a related networking device via a
server, avoiding repeatedly calculating a keep-alive interval
for each client. This can reduce bandwidth use and power
consumption, particularly for mobile devices that must trans-
mit a signal wirelessly to a remote receiver in order to send
each keep-alive message. When implemented across large
networks, the method may result in substantial power and
bandwidth savings in the aggregate, compared with calculat-
ing an efficient keep-alive interval for each device on the
network. Networking data connection stability is also pro-
moted since the efficient keep-alive interval is computed
using a test connection separate from the data connection.
The value of the efficient keep-alive interval that is applied to
the data connection may substantially approach the time-out
value of the networking device, but does not exceed it and
cause networking interruption, as is illustrated in FIG. 4.
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FIG. 4 illustrates a graph of example keep-alive intervals
for a data connection and a test connection, which have been
determined according to the methods of FIGS. 2-3. As shown,
the magnitudes of the keep-alive intervals (KA) are indicated
on the y-axis and time is on the x-axis. The time-out value of
the networking device is delineated via line 501. Initially, a
test connection keep-alive interval, delineated via line 502,
may be set at KA, (a safe value known to be below the
networking device connection time out value 501) and a data
connection keep-alive interval, delineated via line 504, may
be also be set at KA, as discussed above in relation to step
302 and 304 of FIG. 3. As the method proceeds, in each pass
through step 306 of FIG. 3, the test connection keep-alive
interval is incremented, as is illustrated by the stair-step
climbing pattern of the line 502 at t0, t1, t2. At each pass
through step 304 of FIG. 3, the data connection keep-alive
interval is also incremented by the method of FIG. 3, in a
manner that lags the test keep-alive interval, as shown at line
504.

Once the test keep-alive interval exceeds the networking
device time-out value, no acknowledgement is sent from the
server to the client, causing the client to decrement the test
keep-alive interval, as indicated at t4, but not the data con-
nection keep-alive interval. If the decremented test connec-
tion keep-alive interval is less than or equal to the data con-
nection keep-alive interval, as determined at 320 in FIG. 3,
then the method determines that it has found the efficient
keep-alive value, and outputs the current value for the data
connection keep-alive interval as the efficient keep-alive
interval.

As described above, the above described systems and
methods allow an efficient and reliable keep-alive interval to
be established for a client on a network, which approaches but
does not exceed the time-out value of a networking device.
The efficient keep-alive interval may then be distributed to a
plurality of additional clients on the network, decreasing the
network processing power, client battery use, etc. Therefore,
the network operating costs and energy consumption may be
significantly reduced in the aggregate.

It will be appreciated that the embodiments described
herein may be implemented, for example, via computer-ex-
ecutable instructions or code, such as programs, stored on a
computer-readable storage medium and executed by a com-
puting device. Generally, programs include routines, objects,
components, data structures, and the like that perform par-
ticular tasks or implement particular abstract data types. As
used herein, the term “program” may connote a single pro-
gram or multiple programs acting in concert, and may be used
to denote applications, services, or any other type or class of
program. Likewise, the terms “computer” and “computing
device” as used herein include any device that electronically
executes one or more programs.

It will further be understood that the configurations and/or
approaches described herein are exemplary in nature, and that
these specific embodiments or examples are not to be consid-
ered in a limiting sense, because numerous variations are
possible. The specific routines or methods described herein
may represent one or more of any number of processing
strategies. As such, various acts illustrated may be performed
in the sequence illustrated, in other sequences, in parallel, or
in some cases omitted. Likewise, the order of any of the
above-described processes is not necessarily required to
achieve the features and/or results of the embodiments
described herein, but is provided for ease of illustration and
description.

It should be understood that the embodiments herein are
illustrative and not restrictive, since the scope of the invention
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is defined by the appended claims rather than by the descrip-
tion preceding them, and all changes that fall within metes
and bounds of the claims, or equivalence of such metes and
bounds thereof are therefore intended to be embraced by the
claims.

The invention claimed is:

1. A method for use in communication between a plurality
of clients and a server, via respective networking devices,
comprising:

at the server, providing a data store configured to store

efficient keep-alive intervals received from the plurality
of clients via the respective networking devices;
selecting a test group from among the plurality of clients,
wherein the test group are client devices connected to the
server via a same or related networking device;
receiving an individual efficient keep-alive interval from
each client in the test group;

if a statistical variance between the individual efficient

keep-alive intervals determined for the clients in the test
group is below a threshold value, then computing an
aggregate efficient keep-alive interval based on the test
group, and storing the aggregate efficient keep-alive
interval in the data store of the server as an efficient
keep-alive interval for use with other client devices con-
nected to the server via the same or related networking
device;

receiving a request for a data connection from a requesting

client connected to the server via a first networking
device;

querying the data store to determine if a cached efficient

keep-alive interval for the first networking device is
present in the data store;

if the cached efficient keep-alive interval is present, send-

ing the cached efficient keep-alive interval from the
server to the requesting client for application to the data
connection.

2. The method of claim 1, further comprising, if no cached
efficient keep-alive interval is present at the server, then:

receiving a request to establish a test connection between

the server and the client.

3. The method of claim 2, further comprising, if no cached
efficient keep-alive interval is present at the server, then:

setting a predetermined safe keep-alive value;

storing the predetermined safe keep-alive value at the

server; and

sending the predetermined safe keep-alive value from the

server to the requesting client, to cause the requesting
client to set the keep-alive value for the data connection
to the predetermined safe keep-alive value.
4. The method of claim 3, further comprising, if no cached
efficient keep-alive interval is present at the server, then:
determining an efficient keep-alive interval for communi-
cation between the client and the server via the first
networking device using the test connection, by, on each
of one or more passes through a control loop:

receiving a keep-alive message from the client at the server,
at an increasingly incremented test connection keep-
alive interval, over the test connection while concur-
rently exchanging data over the data connection;

sending an acknowledgment to the client in response to the
keep-alive message successfully received on the test
connection; and

after sending the acknowledgment, receiving from the cli-

ent via the test connection a new efficient keep-alive
interval set to the test connection keep-alive interval
value.
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5. The method of claim 3, wherein the predetermined safe
keep-alive value is sent to the client during establishment of
the data connection.

6. The method of claim 4, further comprising,

receiving a request at the server from the client to set the

data connection keep-alive interval to an efficient keep-
alive interval determined at the client upon completion
of the control loop;

receiving a message containing the efficient keep-alive

interval from the requesting client; and

caching the efficient keep-alive interval in the data store for

availability to other requesting clients.

7. The method of claim 1, further comprising:

after receiving the request, identifying from the request at

least one of an APN, DNS suffix and subnet of the
requesting client;

wherein querying the data store includes determining if an

efficient keep-alive interval has been stored for the at
least one of the APN, DNS suffix and subnet of the
requesting client.

8. A method for use in communication between a plurality
of clients and a server, via respective networking devices,
comprising:

at the server, providing a data store configured to store

efficient keep-alive intervals received from the plurality
of clients via the respective networking devices;
selecting a test group from among the plurality of clients,
wherein the test group are client devices connected to the
server via a same or related networking device;
receiving an individual efficient keep-alive interval from
each client in the test group;

if a statistical variance between the individual efficient

keep-alive intervals determined for the clients in the test
group is below a threshold value, then computing an
aggregate efficient keep-alive interval based on the test
group, and storing the aggregate efficient keep-alive
interval in the data store of the server as an efficient
keep-alive interval for use with other client devices con-
nected to the server via the same or related networking
device;

receiving a first request for a first data connection from a

first requesting client connected to the server via a first
networking device;

querying the data store to determine if a cached efficient

keep-alive interval for the first networking device is
present in the data store;

upon determining that no cached efficient keep-alive inter-

val is present in the data store, then:
sending a predetermined safe keep-alive value from the
server to the first requesting client, to cause the first
requesting client to set the keep-alive value for the
data connection to the predetermined safe keep-alive
value;
receiving a request to establish a test connection
between the server and the first requesting client;
determining an efficient keep-alive interval for commu-
nication between the first requesting client and the
server via the networking device using the test con-
nection, by, on each of one or more passes through a
control loop:
receiving a keep-alive message from the client at the
server, at an increasingly incremented test connec-
tion keep-alive interval, over the test connection
while concurrently exchanging data over the data
connection, until no more keep-alive messages are
received on the test connection;
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sending an acknowledgment to the first requesting
client in response to each keep-alive message suc-
cessfully received on the test connection; and
after completion of the control loop, receiving from the
first requesting client a new efficient keep-alive inter-
val determined by the first requesting client, which is
set to a largest value for the test connection keep-alive
interval at which an acknowledgement was sent by the
server during the control loop;
caching the efficient keep-alive interval in the data store
for availability to other requesting clients;
receiving a second request for a second data connection
from a second requesting client connected to the server
via a same or a related networking device as the first
requesting client;
querying the data store to determine if a cached efficient
keep-alive interval is present in the data store which has
been received from the first requesting client connected
to the same or the related networking device and stored
in the data store; and
upon determining that the cached efficient keep-alive inter-
val is present in the data store, sending the cached effi-
cient keep-alive interval from the server to the second
requesting client for application to the data connection.
9. A computing system, comprising: a server comprising a
data store configured to store efficient keep-alive intervals
received from a plurality of clients via respective networking
devices, and a processor coupled to memory, the processor
configured to: select a test group from among the plurality of
clients, wherein the test group are client devices connected to
the server via a same or related networking device; receive an
individual efficient keep-alive interval from each client in the
test group; determine a statistical variance between the indi-
vidual efficient keep-alive intervals determined for the clients
in the test group; if the statistical variance is below a threshold
value, then compute an aggregate efficient keep-alive interval
based on the test group, and store the aggregate efficient
keep-alive interval in the data store of the server as an efficient
keep-alive interval for use with other client devices connected
to the server via the same or related networking device;
receive a request for a data connection from a requesting
client connected to the server via a first networking device;
determine if a cached efficient keep-alive interval for the first
networking device is present in the data store; if the cached
efficient keep-alive interval is present, send the cached effi-
cient keep-alive interval to the requesting client for applica-
tion to the data connection.
10. The computing system of claim 9, wherein the proces-
sor is further configured to:
if no cached efficient keep-alive interval is present at the
server, then:
receive a request to establish a test connection between
the server and the client.
11. The computing system of claim 10, wherein the pro-
cessor is further configured to:
if no cached efficient keep-alive interval is present at the
server, then:
set a predetermined safe keep-alive value;
store the predetermined safe keep-alive value at the
server; and
send the predetermined safe keep-alive value from the
server to the requesting client, to cause the requesting
client to set the keep-alive value for the data connec-
tion to the predetermined safe keep-alive value.
12. The computing system of claim 11, wherein the prede-
termined safe keep-alive value is sent to the client during
establishment of the data connection.
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13. The computing system of claim 11, wherein the pro- 14. The computing system of claim 13, wherein the pro-
cesser is further configured to: cessor is further configured to:
if no cached efficient keep-alive interval is present at the receive a request at the server from the client to set the data
server, then: connection keep-alive interval to an efficient keep-alive
determine an efficient keep-alive interval for communi- 5 interval determined at the client upon completion of the
cation between the client and the server via the first control loop;

receive a message containing the efficient keep-alive inter-
val from the requesting client; and
cache the efficient keep-alive interval in the data store for
10 availability to other requesting clients.
15. The computing system of claim 9, wherein the proces-
sor is further configured to:
after receiving the request, identify from the request at least
one of an APN, DNS suffix and subnet of the requesting
15 client;
wherein to query the data store, the processor is further
configured to determine if an efficient keep-alive inter-
val has been stored for the at least one of the APN, DNS
suffix and subnet of the requesting client.

networking device using the test connection, by, on

each of one or more passes through a control loop:

receive a keep-alive message from the client at the
server, at an increasingly incremented test connec-
tion keep-alive interval, over the test connection
while concurrently exchanging data over the data
connection;

send an acknowledgment to the client in response to
the keep-alive message successfully received on
the test connection; and

after sending the acknowledgment, receive from the
client via the test connection a new efficient keep-
alive interval set to the test connection keep-alive
interval value. ¥k k% %



